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VR headset and other sensory technologies, the user receives the virtual environment as their
reality. VR headsets use head trackers to allow movement within the simulation. VR differs
from AR or XR in that VR completely disconnects from the outside environment. VR is
primarily used in entertainment, such as video games or media.

Academics and professionals disagree regarding when and how best to differentiate
XR and AR. Some view XR as an umbrella term that refers to any form of VR or AR.
Alternatively, some view XR as a unique type of new reality that seamlessly mixes the real
world with the virtual world [70].

According to Varjo [86], a high-end virtual reality hardware developer, Augmented reality
means that “that the user is experiencing the real reality while certain virtual elements are
projected on top of it” This contrasts with their definition of Mixed reality, which “combines
the best aspects of both VR and AR. It is all about merging virtual content with the real world
in an interactive, immersive way. In Mixed Reality, virtual objects appear as a natural part
of the real world, occluding behind real objects”. As such, those who develop the technology
often have different definitions than those who perform research.

1.4 Available Examples of VR Applications

The concept of “learning by doing” is a unique benefit to virtual reality training. A study by
[88] focused on skill training for a variety of VR applications. These applications are broad,
from sports [82] to paramedic training [77], proving an attainable pipeline of VR creation to
implementation for a large scope of training tasks exists. VR training has applications in a
large variety of fields and many successes worth studying.

The largest employer in the United States is Walmart, employing 2.3 million people.
Followed by Amazon, employing 1.5 million [80]. Both companies are using VR to improve
their workforce training efficiency [17]. For companies such as these, who hire hundreds of
thousands of new employees each year and have relatively high turnover, saving time and
money on training is incredibly valuable.

Retail companies are using VR/XR to improve branding and marketing. Companies such
as Lego and Nike use in-store AR to present to customers what the product looks like outside
of the box. Ikea and PPG Paints created AR phone apps for homeowners to imagine how
products will look in their house [11].

Augmented reality has played a role in many manufacturing and industrial warehouses
in improving worker efficiency. AR can improve object interaction, tracking, and analysis
in real time [26]. The Boeing Company uses Augmented Reality glasses to improve the
productivity of their assembly [32]. AR glasses can identify a task, provide the user’s current
task, and provide instructions to speed up their work. This includes guidance in the assembly
process [89] and warehouse navigation for item picking [31].

Medical professionals, who are constantly required to continue their education, have
found virtual reality to be a valuable improvement in their training by providing a “rich,
interactive, engaging educational context, thus supporting experiential learning-by-doing”






is yet to be an all-in-one high-quality health and safety training program available fully in
virtual reality. Haslam et al. [40] address that workers’ attitudes and approach to safety will
be negative if the delivery is ineffective. Although learning occurs on the job, this attitude
can foster bad habits and put workers at risk.

1.5.1 Competitive Cost

Health and safety training is a substantial investment for construction companies. According
to the American Society of Safety Professionals [74], companies can expect returns between
$4 and $6 for each $1 they invest in safety and health. Virtual Reality training eliminates
the need for physical training facilities and equipment. Likewise, VR training eliminates
the costly process of hiring and scheduling professional health and safety trainers. Hilfert
and Konig [41] developed a low-cost safety training program using commercial products
available for a total of ~$2000. Compared to the cost of the OSHA 10-hour training course
(~$70), this example will break even after training 29 employees.

VR enables individualized approaches to training, saving time and resources. A trainee
can repeat portions of the training until they are proficient without hiring additional trainers or
scheduling multiple sessions. Trainees can participate anywhere with the proper hardware and
an internet connection, regardless of the distance to the specific worksite they are training for.
VR is not always cheaper than lecture-based training, but the costs are frequently comparable.
Overall, the competitive costs of VR compared to traditional methods make it an attractive
option to companies looking to optimize their health and safety training.

1.5.2 Context-Specific Experiences

VR allows for training experiences to be tailored towards any specific work site. Programs
such as Unity and Unreal Engine connect directly to BIM models, allowing for large-scale
simulation. Individuals can enact “Learning-by-doing” with training activities that are as
close to their specific job as possible. Learning by doing is a powerful concept because
it allows individuals to develop their skills and deepen their understanding through actual
experience. VR puts the trainee into a realistic simulation, training them to recognize dangers
like they would on the job. Liang et al. [55] built a realistic, physics-based serious game for
underground rock-related hazards safety training using Unity 3D. The simulation will prepare
individuals for loose rocks that may move if force is applied. The realistic and immediate
physics feedback makes the training more immersive and helps people become more familiar
with the dangers of an underground mine.

Vahdatikhaki et al. [85] describe improvements in “context-realism” by incorporating
the Internet of Things. Many available training simulations are unrealistic because they
lack information from the actual sites being used. Thus, incorporating more data into the

simulation increases realism and leads to a more useful simulation. Figure 4 shows the





















available with this technology is incomplete. There is likely an opportunity to increase the
realism of the simulation with this technology, and it should be studied further.

The ambiguous definition of XR leads to inconsistent research about the technology and
difficulty in conducting a literature review on the topic. The question of whether XR is its
own type of technology or an umbrella term for all virtual reality types has yet to be solved.
Although a variety of academics have argued for a specific definition, this issue will likely
only be solved with time as technology matures.

2 Introduction

The Occupational Safety and Health Administration (OSHA) is the regulatory body from the
United States Department of Labor responsible for setting standards for safe and healthful
working conditions. Since being established in 1971, OSHA standards and inspections have
reduced worker injuries and fatalities without sacrificing employment or sales [52]. Compa-
nies that support a culture of H&S see positive impacts on productivity and performance,
rendering H&S a high return on investment strategy [30]. Despite OSHA’s improvements
to safety outcomes and the rapid evolution of technology, injury statistics have remained
stagnant in recent years [8]. OSHA provides H&S training for construction workers and fore-
men commonly known respectively as the 10- and 30-hour certifications [65]. The 10-hour
program is primarily aimed at entry-level workers, while the 30-hour training program is
intended to provide workers with safety responsibility and a greater depth of training. The
training programs are delivered through in-person instruction or in an online format, with
identical content being presented. The safety information for construction workers (10-hour
course) highlights the major hazard categories that cause injuries and fatalities, known as the
focus four [63]: (1) falls, (2) caught-in or -between, (3) struck-by, and (4) electrocution. In
addition, the courses cover personal protective equipment (PPE), health hazards, material
handling, and tools. Workers’ reviews of health and safety training are frequently nega-
tive. From a survey of those who completed OSHA’s 10-hour course, only 32.5% regarded
the training as relevant, and 41% believed their instructor was either ‘ineffective’ or ‘very
ineffective’ [87].

Safety knowledge is one of the key metrics to predict future safety performance [76].
However, teaching is less successful when there is an overreliance on low-engagement
teaching methods [61]. The most engaging forms of instruction (such as hands-on learning in
realistic settings) are approximately three times as engaging as the less engaging instruction
(such as lecture- and slide-based learning) [16]. This stems from the fact that students learn
more from doing than from listening [56]. To this end, there is a critical need to integrate
interactive elements into traditional H&S training to maximize engagement and knowledge
retention.

VR-based serious gaming offers new opportunities to develop engaging modules for H&S
training and provide an effective sensorial experience. The current state-of-the-art includes
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user interfaces (UI), and other gameplay elements. The VR platform presented was built
using the Blueprint programming language exclusively.

When working in Unreal Engine, any three-dimensional space is defined as a level. The
level represents the game environment or world. In this case, the virtual reality environment
was built inside a level and then duplicated many times to generate different levels for
different construction testing scenarios. As described previously, levels that are uncoupled
from the construction environment were built for use in the tutorial and the main menu.

Blueprints are attached either to objects in the scene or to the level itself. When attached
to objects, the Blueprint script governs the level’s behavior and interactions within the
broader context of the game environment. This approach allows for level-specific logic, such
as triggering events when the player begins the game or tracking gameplay progression.

Blueprints may also be attached directly to objects. This method is best for mechanisms
that repeat over many different levels, such that the code is consistent between them. When
attached to an object, this will either take shape as an "actor" or a "pawn". Actor is the base
class for all objects in an Unreal Engine level. It represents anything that can be placed in
a scene, such as static meshes, lights, or volumes. The code attached to these objects may
change details about the actor itself, such as size or location, or trigger gameplay events. A
Pawn is a subclass of Actors that represents anything that can be possessed or controlled
by a player or AL It is typically used for characters or controllable entities. As such, in this
platform, pawns are used for the user characters and NPCs.

5.1 Non-Player Controlled Characters

A framework to deploy Non-Playable Characters (NPCs) in the scenes and materialize
construction operations was developed to develop immersive construction scenarios. UES
provides users with the Metahumans plugin [36], which provides tools for creating high-
fidelity representations for NPCs. Leveraging this capability, a collection of construction
workers was generated. For the generated construction workers, features such as PPE, move-
ment, and construction tools were parametrized so they can be adjusted for the specifications
of each training module and construction scenario.

A basic model was generated using the designer provided by the plugin to parametrize
Metahumans. The designer allowed for the customization of human features, such as skin
color, hair, age, facial features, and body type. The designer also provides limited clothing
options, such as jeans, slacks, sweaters, and t-shirts. Five basic Metahumans were built in
the designer to be parametrized into NPC construction workers for H&S training modules.

The base models were deconstructed into the character assets. Each Metahuman is built
from four character assets (i.e. Face, Feet, Legs, and Torso). A character asset contains
the visual asset, and a bone structure represents the asset’s movement capabilities. When
attaching a construction item to a Metahuman, the items were either flexible (i.e., clothing,
harnesses) or rigid (i.c., tools, hard hats, glasses). Flexible items adapt to fit the form of the

Metahuman based on movement, unlike rigid items which will never deform. The relevant
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estimated that an average of 68% of their job is spent on construction health and safety,
and reported an average of 17 years of experience. Three described their job as ’safety
inspector/management’, two described it as *construction management’, and one as ’educa-
tion/research’. All six have a bachelor’s degree in a related field, and two have a master’s
degree. The computer science experts were invited for testing because of their experience
with computer systems and human-computer interaction. All members of the panel were
knowledgeable about the scope of the project.

Each participant was asked to complete the tutorial level, which introduced how to
use the platform and familiarized them with the construction site IVE. After the tutorial,
they completed one of the available modules. This two-pass approach first allows for an
understanding of how the platform works before they evaluate the technical details. Each
participant trial lasted ~15 minutes, with the majority of time spent on the full construction
sitc module. The evaluation was conducted in two phases. First, each participant separately
filled out a questionnaire. Secondly, a focus group was held, allowing the evaluators to
discuss with each other and give more specific recommendations.

The survey utilized multiple-choice questions to assess the quality of specific platform
components. Responses were measured on a 1-5 Likert scale, with descriptive labels (e.g.,
"Yes/No," "Likely/Unlikely,” "Easy/Difficult") provided for each response. Responses closer
to 5 indicate a positive response, such as very easy, yes, or very likely, whereas responses
closer to 1 indicate a negative response. Questions are evaluated in two major areas: user
interaction/experience and educational content. Extended response questions were present in
the survey to guide future work. Responses are reported by means of radar plots, showing
the mean and standard deviation, as presented in the following.

7.1 User Interaction and User Experience Evaluation

Questions in this category refer to the methods and tools used to interact with the virtual
environment and the user’s comfort during the simulation. The participants were asked
the following questions: (Q1) "Are you pleased with the teleportation movement used in
the simulation?", (Q2) "How difficult/casy was it to use the VR controller?”, (Q3) "How
difficult/easy was it to use the 3D menus?”, (Q4) "Are you pleased with the comfort of the
headset?", (Q5) "Did you experience any difficulty balancing?", (Q6) "Did you experience any
VR sickness/motion sickness?", and (Q7) "When inside the aerial view, did you experience
any fear of heights?". The responses are reported in 46.

The user interactions of the platform were received positively but many of the questions
report significant standard deviation. The responses regarding ease of use for menus and
teleportation movement were spread, with responses ranging between 2 (fairly difficult)
and 5 (very easy). The variation of responses highlights the importance of building game
controls that are intuitive for every participant and indicate room for improvement. Despite
the variation, mean scores were positive for all the questions.

42












might lead to additional costs associated with the delivery of training to large classrooms.
Additionally, market penetration of VR technology is not currently high enough to envision
this platform to be deployed in the self-guided online courses popular in the industry.

10 Future Work

Future work will focus on further development of the toolset and the introduction of additional
construction settings. Defining a rollout plan will involve collaboration with industry partners
and testing the VR modules with real-world construction workers and safety supervisors.
Feedback collected from the trials will inform subsequent improvements and fine-tuning
of the educational material, with the ultimate goal of providing testing modules that best
complement H&S lectures. This includes defining the optimal role for this platform in the
classroom via collaboration with industry partners.

A study to measure the engagement of virtual reality H&S training employing formal
attention metrics such as eye-tracking will be conducted. Eye tracking data is seen as valuable
information for assessing hazard recognition [62, 49]. Leveraging this data would provide
more quantitative insights into the effectiveness of the proposed VR training.

The work presented herein opens up the possibility to define a novel framework for
developing IVEs from laser scans obtained from construction sites. In the future, this could
provide defined methodologies to convert real-life projects into advanced, context-specific
IVEs suitable for workforce training.

A significant limitation identified during this project is the lack of a comprehensive,
publicly accessible construction hazard dataset. While OSHA references a hazard dataset
in its own training materials, it is offline and only available via a CD-ROM that must be
obtained by directly contacting OSHA—a method that is outdated and inefficient in the
modern era. Additionally, this dataset was in an inefficient format and had to be manually
converted to a more relevant and accessible data structure. The image collection has not
been updated since 2008. This presents a clear opportunity to develop a digital, open-access
hazard dataset tailored for use in construction safety research and training. With the growing
advancements in artificial intelligence, such a dataset could be leveraged to train or test Al
models for hazard detection, risk assessment, and safety optimization. By incorporating
diverse and high-quality data into a centralized platform, future research could significantly
improve Al-powered tools for identifying hazards, ultimately enhancing workplace safety

and management.
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